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#### Abstract

We study an algorithmic framework for computing an elastic orientation-preserving matching of non-rigid $3 D$ shapes. We outline an Integer Linear Programming formulation whose relaxed version can be minimized globally in polynomial time. Because of the high number of optimization variables, the key algorithmic challenge lies in efficiently solving the linear program. We present a performance analysis of several Linear Programming algorithms on our problem. Furthermore, we introduce a multiresolution strategy which allows the matching of higher resolution models.


Categories and Subject Descriptors (according to ACM CCS): I.3.5 [Computer Graphics]: Computational Geometry and Object Modeling-

## 1. Introduction

The registration of three-dimensional shapes is a fundamental problem in geometry processing. The abundance of such shapes - obtained from Laser scanners, image-based reconstruction methods or RGB-D cameras - gives rise to an increasing demand for efficient and unsupervised methods to compute optimal matchings - in order to relate shapes and their parts, in order to fuse different partial scans of a single $3 D$ object, in order to transfer semantics from one shape to another, in order to quantify similarity of shapes and in order to automatically interpolate two different shapes.

In the last two decades, $3 D$ shape matching has received considerable attention. The most classical problem studied in this context is the alignment of rigid shapes where one seeks for the Euclidean motion which moves one shape as close as possible towards the other one in the sense of the Hausdorff distance. Typically, this problem is handled by variants of the Iterative Closest Point (ICP) algorithm [BM92, GMGP05].

In non-rigid shape matching, the goal is to detect meaningful correspondences between two different poses of a shape or even between two different objects (as in Figure 1). Usually, this is formulated as an optimization problem over the manifold of surface mappings or diffeomorphisms subject to appropriate constraints. Because in general, such a


Figure 1: We compute orientation-preserving matchings of three-dimensional shapes by minimizing the elastic thinshell energy required to deform one shape into the other one. The ILP formulation leads to solutions which are independent of the initialization. A multiresolution approach allows for matchings at reasonably high resolution, visualized here by Voronoi cells in successive zoom-ins.
manifold of surface mappings is infinite-dimensional, nonrigid shape matching is a much more challenging problem than rigid shape matching which deals with the sixdimensional group of Euclidean motions.

By assuming that the deformation preserves geodesic distances, which is approximately true for pose changes, the search space for non-rigid matchings can be made much smaller [OMMG10]. Without this restriction, Mémoli and Sapiro [MS05] proposed the use of the GromovHausdorff framework. The paradigm is to search for the correspondence with the least distortion of geodesic distances. An efficient algorithm for computing such a minimumdistortion correspondence was proposed by Bronstein et al. [BBK06]. More recently, the geodesic distance in the Gromov-Hausdorff framework was replaced by the diffusion distance $\left[\mathrm{BBK}^{*} 10\right]$.

While in the minimum-distortion approach only stretching and strain are penalized, other more physics-oriented approaches also take into account bending - thereby allowing for example to energetically distinguish a straight finger from a bent finger. The resulting deformation energy is a thin-shell energy [GHDS03]. Such an approach has been applied to the matching of disk-type surfaces by Litke et al. [LDRS05]. Wirth et al. [WBRS09] use a similar idea, applying continuum mechanics to volumetric shapes.
Due to its mathematical beauty and simplicity, conformal geometry has been studied excessively in geometry processing. The works [WGH $\left.{ }^{*} 05, \mathrm{ZZW}^{*} 08, \mathrm{LWT}^{*} 10\right]$ propose shape matching approaches which exploit this theory.

Inspired by the work of Lafon [Laf04] on data analysis based on diffusion distances, recently the eigenfunctions of the Laplace-Beltrami operator have gained a lot of attention in shape analyis [Lév06]. Shape matching based on these techniques has been proposed by Mateus et al. [MHK 08 ] and by Jain et al. [JZvK07].

All methods for non-rigid shape registration mentioned so far have in common that they use local optimization methods for a non-convex optimization problem. As a result, the detected correspondences depend heavily on the initialization (possibly improved with a coarse-to-fine strategy) and they could in principle be arbitrarily bad.
Recently, two methods have been proposed which incorporate methods from global optimization. Zeng et al. [ZWW* $\left.{ }^{*} 10\right]$ propose a graph matching formulation with third order energy terms. The resulting energy is approximately minimized using the dual decomposition relaxation scheme proposed by Torresani et al. [TKR08]. This approach has the drawback that all triples of possible assignments are taken into account. This results in a very high complexity and allows only the matching of a few feature points which is post-processed with a local method.

On the other hand, in their remarkable paper [LD09], Lipman and Daubechies introduce a surface distance for disk-
type surfaces which builds on the framework of Optimal Mass Transport. The transportation cost is constructed using conformal geometry. The authors are able to prove that their similarity measure satisfies all axioms of a distance function. The computation of this distance comes down to solving a linear assignment problem which can be done globally optimally in polynomial time. However, no spatial regularization is included in this framework so that the resulting assignments cannot be used as reliable shape matchings.

In this paper, we study a framework for non-rigid threedimensional shape matching which was recently introduced in [WSSC11]. Rather than matching points to points as in all previous works, this approach brings small surface patches in correspondence. This allows to compute matchings which are geometrically consistent in the sense that a discrete continuity property is satisfied and orientations are preserved. This property appears indispensable for a meaningful comparison of the boundary surfaces of three-dimensional objects.

Computationally, our approach is formulated as an Integer Linear Program (ILP) whose relaxed version can be solved globally optimally in polynomial time. Since the number of variables grows quadratically with the number of vertices of the shapes, algorithmic efficiency is an important issue. For this reason, we investigate the performance of several Linear Programming (LP) algorithms on our problem. Moreover, we propose a multiscale framework in order to achieve shape matchings in higher resolutions.

As for the energy model, we follow the physical approach as described above, using an elastic, non-linear thin-shell energy. However, the proposed framework allows for any energy of first order consisting of a data term of order zero and a first-order regularizer involving the Jacobian of the surface map. We show that the performance of our algorithm can be boosted with the incorporation of a feature descriptor.

Compared to [WSSC11], our main contributions are summarized as follows:

- We discuss theoretical aspects of the shape matching framework and we prove that it computes discretely continuous, orientation preserving correspondences.
- We evaluate the performance of several LP algorithms for efficiently determining the globally optimal solution of the relaxed ILP.
- We introduce a multiresolution framework which allows to efficiently process shapes in higher resolution.
- We show that the incorporation of a feature descriptor further enhances the performance of our algorithm.


## 2. Integer Linear Program Formulation

In this section we present our ILP formulation for geometrically consistent shape matching. The key idea is to represent
a surface map by its graph surface. This idea appeared previously in the context of 2D shape matching in the work of Schmidt et al. [SFC07].

In Section 2.1 we will quickly review the continuous theory of diffeomorphisms and their graph surfaces and we will give the continuous version of the thin-shell energy used in this work. The discrete version of graph surfaces will be derived in the sequel. In Section 2.2 we will introduce product triangles which are the building blocks of discrete graph surfaces. Product triangles are glued to discrete graph surfaces in Section 2.3. Finally, we elaborate on the ILP formulation for shape matching in Section 2.4.

### 2.1. Diffeomorphisms and their Graphs

Let $X, Y \subset \mathbb{R}^{3}$ be two closed, oriented differentiable surfaces. We formulate shape matching between $X$ and $Y$ as an optimization problem in the group of orientation preserving diffeomorphisms $\operatorname{Diff}^{+}(X, Y)$. Recall that a diffeomorphism between $X$ and $Y$ is an invertible, differentiable map $\varphi: X \rightarrow Y$ whose inverse $\varphi^{-1}: Y \rightarrow X$ is again differentiable. We argue that orientation preserving diffeomorphisms are the correct search space for registrations of boundary surfaces of volumetric three-dimensional shapes. Indeed, a deformation of one volumetric three-dimensional shape into another one induces an orientation-preserving diffeomorphism of their boundary surfaces. Vice versa, each such diffeomorphism can be obtained as the boundary map induced by a volumetric shape deformation.

The energy we impose on diffeomorphisms is a variant of Koiter's thin-shell energy [Koi66]. It consists of a membrane term penalizing stretching and compression and of a bending term. For a diffeomorphism $\varphi: X \rightarrow Y$ we set

$$
\begin{align*}
E(\varphi) & =\underbrace{\int_{X}\left(\operatorname{tr}_{g_{X}} \mathbf{E}\right)+\mu \operatorname{tr}_{g_{X}}\left(\mathbf{E}^{2}\right)}_{E_{\mathrm{mem}}}  \tag{1}\\
& +\lambda \underbrace{\int_{X}\left(H_{X}(x)-H_{Y}(\varphi(x))^{2}\right.}_{E_{\text {bend }}}
\end{align*}
$$

where $H_{X}$ and $H_{Y}$ denote the mean curvature of the two shapes $X$ and $Y$ resp., $\lambda$ and $\mu$ are parameters that model the material's bending and stretching properties and the Lagrange strain tensor $\mathbf{E}$ measures the difference between the local metrics on both shapes. This tensor is defined as $\mathbf{E}=$ $\varphi^{*} g_{Y}-g_{X}$ where $g_{X}$ is the Riemannian metric on $X$ and $\varphi^{*} g_{Y}$ is the pullback of the metric $g_{Y}$ on $Y$ (cf. [DC92]).

Since in shape matching there is no reason to prefer one shape to the other one, we use a symmetric problem formulation. The resulting optimization problem we aim to solve is

$$
\begin{equation*}
\varphi^{*}=\operatorname{argmin}_{\varphi \in \operatorname{Diff}^{+}(X, Y)} E(\varphi)+E\left(\varphi^{-1}\right) \tag{2}
\end{equation*}
$$

In our computational approach, rather than searching for
the diffeomorphism $\varphi$ itself, we search for its graph surface $\Gamma_{\varphi}=\{(x, \varphi(x)) \in X \times Y \mid x \in X\} \subset X \times Y$. This graph surface has the following properties
(i) $\Gamma_{\varphi}$ is a differentiable, connected, closed surface in the product space $X \times Y$.
(ii) The natural projections $\pi_{X}: \Gamma_{\varphi} \rightarrow X$ and $\pi_{Y}: \Gamma_{\varphi} \rightarrow Y$ are both diffeomorphisms.
(iii) The two orientations which $\Gamma_{\varphi}$ naturally inherits from $X$ and $Y$ coincide.

Vice versa, any surface $\Gamma \subset X \times Y$ satisfying conditions (i),(ii) and (iii) is the graph surface of a diffeomorphism between $X$ and $Y$. In the following we work out how to define discrete versions of (i),(ii) and (iii).

### 2.2. Product Triangles

In this subsection we will introduce the set of product triangles which are the building blocks of discrete graph surfaces. Each such product triangle can be interpreted as setting into correspondence a small surface patch on one shape with a small surface patch on the other shape. Before defining the product triangles, we have to discuss degenerate edges and triangles of a mesh. These will enable our matching framework to cope with stretching and compression.
Let $X$ be an oriented, connected triangle mesh. Denote by $V_{X}$ the set of vertices of $X$. We fix orientations for edges and for triangles. Since edges do not have a natural orientation, we arbitrarily choose one. The set of oriented edges is denoted by $E_{X}$. Thus, if two vertices $v_{1}, v_{2} \in V_{X}$ are connected by an edge, then either $\binom{v_{1}}{v_{2}} \in E_{X}$ or $\binom{v_{2}}{v_{1}}=-\binom{v_{1}}{v_{2}} \in E_{X}$. By assumption, triangles do have a natural orientation. Let $F_{X}$ be the set of oriented triangles. If vertices $a_{1}, a_{2}, a_{3}$ build an oriented triangle, then $\left(\begin{array}{l}a_{1} \\ a_{2} \\ a_{3}\end{array}\right)=\left(\begin{array}{l}a_{2} \\ a_{3} \\ a_{1}\end{array}\right)=\left(\begin{array}{l}a_{3} \\ a_{1} \\ a_{2}\end{array}\right) \in F_{X}$.

We extend the set of edges $E_{X}$ by degenerate edges

$$
\begin{equation*}
\bar{E}_{X}=E_{X} \cup\left\{\left.\binom{a}{a} \right\rvert\, a \in V_{X}\right\} . \tag{3}
\end{equation*}
$$

Similarly, the set of triangles $F_{X}$ is extended by degenerate triangles

$$
\bar{F}_{X}=F_{X} \cup\left\{\left.\left(\begin{array}{c}
a_{1}  \tag{4}\\
a_{2} \\
a_{2}
\end{array}\right) \right\rvert\, a_{1}, a_{2} \in V_{X}, \pm\binom{ a_{1}}{a_{2}} \in \bar{E}_{X}\right\} .
$$

Note that degenerate triangles can consist of two vertices or of only one vertex.

Let now $Y=\left(V_{Y}, E_{Y}, F_{Y}\right)$ be a second oriented, connected triangle mesh and define $\bar{E}_{Y}, \bar{F}_{Y}$ analogously. Then the set of product edges is defined as

$$
\begin{equation*}
E=\bar{E}_{X} \times \bar{E}_{Y} \tag{5}
\end{equation*}
$$

The set of oriented product triangles is defined as

$$
F=\left\{\begin{array}{l|l}
\left(\begin{array}{ll}
a_{1} & b_{1} \\
a_{2} & b_{2} \\
a_{3} & b_{3}
\end{array}\right) & \begin{array}{l}
f_{a}=\left(\begin{array}{l}
a_{1} \\
a_{2} \\
a_{3}
\end{array}\right) \in \bar{F}_{X}, \\
f_{b}=\left(\begin{array}{l}
b_{1} \\
b_{2} \\
b_{3}
\end{array}\right) \in \bar{F}_{Y}, \\
f_{a} \text { or } f_{b} \text { non-degenerate }
\end{array} \tag{6}
\end{array}\right\} / \sim .
$$

where $\sim$ is the equivalence relation generated by $\left(\begin{array}{ll}a_{1} & b_{1} \\ a_{2} & b_{2} \\ a_{3} & b_{3}\end{array}\right) \sim$ $\left(\begin{array}{ll}a_{2} & b_{2} \\ a_{3} & b_{3} \\ a_{1} & b_{1}\end{array}\right) \sim\left(\begin{array}{ll}a_{3} & b_{3} \\ a_{1} & b_{1} \\ a_{2} & b_{2}\end{array}\right)$. For shape matching, an activated product triangle $\left(\begin{array}{ll}a_{1} & b_{1} \\ a_{2} & b_{2} \\ a_{3} & b_{3}\end{array}\right) \in F$ is interpreted as setting into correspondence triangle $f_{a}$ on $X$ with triangle $f_{b}$ on $Y$ in such a way that vertex $a_{i} \in V_{X}$ is set in correspondence with vertex $b_{i} \in V_{Y}$.

### 2.3. Discrete Graph Surfaces

In the previous subsection we introduced product triangles as the building blocks of discrete graph surfaces. In this section we will see how to glue product triangles to discrete graph surfaces. First we define the set of discrete product surfaces which will contain the set of discrete graph surfaces.
Definition 1 A discrete product surface $\Gamma$ is a subset $\Gamma \subset$ $F$.
We now formulate discrete versions of conditions (i), (ii) and (iii).

Discrete Version of $(i)$. Here we present the discrete version of the closedness constraint. For shape matching, this constraint has the interpretation that matchings of triangular patches are continued consistently across edges. To formulate this we need to introduce the boundary operator mapping product triangles in $F$ to product edges in $E$. This operator is reminiscent of the boundary operator for triangle meshes [DHLM05].

As done in Section 2.2 for edges on $X$ and $Y$, we fix arbitrary orientations of the product edges $E$. Given a product edge $e=\left(\begin{array}{ll}a_{1} & b_{1} \\ a_{2} & b_{2}\end{array}\right)$, we denote by $v(e) \in\{-1,0,1\}^{|E|}$ the vector with entry 1 in the $e$-th component if $e$ is positively oriented and -1 if it is negatively oriented and with all other entries equal to 0 .
Definition 2 We define the boundary operator mapping product triangles to their boundaries

$$
\begin{align*}
\partial: F & \rightarrow\{-1,0,1\}^{|E|} \\
\left(\begin{array}{ll}
a_{1} & b_{1} \\
a_{2} & b_{2} \\
a_{3} & b_{3}
\end{array}\right) & \mapsto v\left(\begin{array}{ll}
a_{1} & b_{1} \\
a_{2} & b_{2}
\end{array}\right)+v\left(\begin{array}{ll}
a_{2} & b_{2} \\
a_{3} & b_{3}
\end{array}\right)+v\left(\begin{array}{ll}
a_{3} & b_{3} \\
a_{1} & b_{1}
\end{array}\right) . \tag{7}
\end{align*}
$$

The boundary operator is extended linearly to a map $\partial$ : $[0,1]^{|F|} \rightarrow \mathbb{Z}^{|E|}$.
A discrete product surface $\Gamma \subset F$ is called closed if it satisfies $\partial(\Gamma)=\mathbf{0}_{|E|}$, where $\mathbf{0}_{|E|}$ is the all-zeros vector of length $|E|$.

Discrete Version of (ii). Now we formulate the discrete analog of bijective projections. We require that each nondegenerate triangle on $X$ or $Y$ has a unique (possibly degenerate) correspondence partner on the other mesh. To formalize this, define for $f_{a} \in F_{X}$ the vector $v_{X}\left(f_{a}\right) \in\{0,1\}^{\left|F_{X}\right|}$
as the indicator vector of $f_{a}$ which has all entries equal to 0 but the $f_{a}$-th one which is 1 . For $f_{b} \in F_{Y}$, the vector $v\left(f_{b}\right) \in\{0,1\}^{\left|F_{Y}\right|}$ is defined analogously.

Definition 3 The projection $\pi_{X}: F \rightarrow\{0,1\}^{\left|F_{X}\right|}$ is defined by

$$
\pi_{X}\left(f_{a}, f_{b}\right)= \begin{cases}v\left(f_{a}\right) & \text { if } f_{a} \text { is non-deg. }  \tag{8}\\ \mathbf{0}_{\left[F_{X}\right]} & \text { else }\end{cases}
$$

The projection $\pi_{Y}: F \rightarrow\{0,1\}^{\left|F_{Y}\right|}$ is defined analogously. A discrete product surface $\Gamma \subset F$ satisfies the projection constraint if $\pi_{X}(\Gamma)=\mathbf{1}_{\left|F_{X}\right|}$ and $\pi_{Y}(\Gamma)=\mathbf{1}_{\left|F_{Y}\right|}$ where $\mathbf{1}_{n}$ is the vector of length $n$ with all entries equal to one.

Discrete Version of (iii). There is no need for imposing a further constraint in order to guarantee orientation preserving matchings because by definition $F$ only contains patches which induce such correspondences.

For computations, discrete product surfaces are represented by their indicator vectors $\Gamma \in\{0,1\}^{|F|}$. Then, the boundary operator can be expressed by a (sparse) matrix of size $|E| \times|F|$ and the projection operators by (sparse) matrices of size $\left|F_{X}\right| \times|F|$ resp. $\left|F_{Y}\right| \times|F|$.

Definition 4 A discrete graph surface is a closed discrete product surface $\Gamma \in\{0,1\}^{|F|}$ which satisfies the projection constraint, that is

$$
\left(\begin{array}{c}
\partial  \tag{9}\\
\pi_{X} \\
\pi_{Y}
\end{array}\right) \cdot \Gamma=\left(\begin{array}{c}
\mathbf{0}_{|E|} \\
\mathbf{1}_{\left|F_{X}\right|} \\
\mathbf{1}_{\left|F_{Y}\right|}
\end{array}\right) .
$$

### 2.4. Integer Linear Program

In Section 2.3 we have identified the correct search space for our discrete diffeomorphism optimization problem. Before stating the ILP formulation, we need to discretize the energy given in (1) (or rather its symmetrized version which appears in (2)).

Recall that each product triangle $f=\left(\begin{array}{ll}a_{1} & b_{1} \\ a_{2} & b_{2} \\ a_{3} & b_{3}\end{array}\right)$ has the meaning to set $f_{a}=\left(\begin{array}{l}a_{1} \\ a_{2} \\ a_{3}\end{array}\right)$ in correspondence with $f_{b}=$ $\left(\begin{array}{l}b_{1} \\ b_{2} \\ b_{3}\end{array}\right)$ in such a way that $a_{i}$ corresponds to $b_{i}$. The cost of such a correspondence is split in

$$
\begin{equation*}
E(f)=E_{\mathrm{mem}}(f)+\lambda E_{\mathrm{bend}}(f) \tag{10}
\end{equation*}
$$

For the membrane term we adopt the discretization proposed by Delingette. We refer the reader to [Del08] for the somewhat lengthy formula of the membrane cost $E_{\text {Del }}\left(f_{a}, f_{b}\right)$ for deforming $f_{a}$ in $f_{b}$. We use this discretization symmetrically


Figure 2: Discrete graph surfaces induce continuous matchings (cf. Theorem 1 (b)). The figure shows two adjacent triangles $f_{a}$ (red) and $f_{b}$ (blue) on $X$ (on the left) which are set in correspondence with triangles $g_{a}$ (red) and $g_{b}$ (blue) on $Y$ (on the right). The triangles $g_{e, 1}$ and $g_{e, 2}$ (green) on $Y$ are contracted to the edge e between $f_{a}$ and $f_{b}$ as indicated by the black arrows on the right. Thus, edge e has to be stretched to the contractible patch marked in green.
and define
$E_{\mathrm{mem}}(f)= \begin{cases}E_{\mathrm{Del}}\left(f_{a}, f_{b}\right)+E_{\mathrm{Del}}\left(f_{b}, f_{a}\right) & \text { if } f_{a}, f_{b} \text { non-deg. } \\ 2 E_{\mathrm{Del}}\left(f_{a}, f_{b}\right) & \text { if } f_{b} \text { deg. } \\ 2 E_{\mathrm{Del}}\left(f_{b}, f_{a}\right) & \text { if } f_{a} \text { deg. }\end{cases}$

For the bending term, we use the vertex-wise squared difference of mean curvatures, weighted with the mixed surface areas. Mean curvatures are discretized using the scheme proposed by Meyer et al. [MDSB02]. The resulting bending energy is
$E_{\mathrm{bend}}(f)=\sum_{i=1}^{3} A_{i}^{X}\left(H_{X}(i)-H_{Y}(i)\right)^{2}+\sum_{i=1}^{3} A_{i}^{Y}\left(H_{X}(i)-H_{Y}(i)\right)^{2}$.
Here, $A_{X}^{i}$ resp. $A_{Y}^{i}$ refer to the area of the Voronoi cell of vertex $i$ in triangle $f_{a}$ resp. in triangle $f_{b}$.
Let now $E$ be the vector of length $|F|$ whose $f$-th entry is the cost $E(f)$. We formulate the geometrically consistent shape matching problem as the Integer Linear Program (ILP)

$$
\begin{array}{ll}
\min _{\Gamma \in\{0,1\}^{|F|}} & E^{t} \cdot \Gamma \\
\text { subject to } & \left(\begin{array}{c}
\partial \\
\pi_{X} \\
\pi_{Y}
\end{array}\right) \cdot \Gamma=\left(\begin{array}{c}
\mathbf{0}_{|E|} \\
\mathbf{1}_{\left|F_{X}\right|} \\
\mathbf{1}_{\left|F_{Y}\right|}
\end{array}\right) . \tag{13}
\end{array}
$$

## 3. Geometric Consistency

In this section we we show that discrete graph surfaces induce matchings with built-in geometric consistency. Loosely speaking, Theorem 1 below says that discrete graph surfaces as defined in Definition 4 induce orientation preserving, continuous and bijective matchings. To formulate this result in a mathematically precise way we need some further notation.
A discrete product surface $\Gamma$ induces correspondences between surface patches on $X$ and on $Y$. To define these maps,
we introduce the projection

$$
p_{X}: F \rightarrow \bar{F}_{X},\left(\begin{array}{ll}
a_{1} & b_{1}  \tag{14}\\
a_{2} & b_{2} \\
a_{3} & b_{3}
\end{array}\right) \mapsto\left(\begin{array}{l}
a_{1} \\
a_{2} \\
a_{3}
\end{array}\right)
$$

Define $p_{Y}: F \rightarrow \bar{F}_{Y}$ in a similar way. For a set $A$, denote by $\mathcal{P}(A)$ its power set consisting of all subsets of $A$.

Definition 5 We define the correspondence map induced by $\Gamma$ as

$$
\begin{align*}
\Gamma_{X}: \mathcal{P}\left(\bar{F}_{X}\right) & \rightarrow \mathcal{P}\left(\bar{F}_{Y}\right) \\
A & \mapsto p_{Y}\left(p_{X}^{-1}(A) \cap \Gamma\right) \tag{15}
\end{align*}
$$

for all $A \subset \bar{F}_{X}$. The correspondence map $\Gamma_{Y}: \mathcal{P}\left(\bar{F}_{Y}\right) \rightarrow$ $\mathcal{P}\left(\bar{F}_{X}\right)$ is defined analogously.

For an edge $e=\binom{a_{1}}{a_{2}} \in E_{X}$ on $X$ we define the image patch of $e$ as

$$
\Gamma(e):=\Gamma_{X}\left(\left\{\left(\begin{array}{l}
a_{1}  \tag{16}\\
a_{1} \\
a_{2}
\end{array}\right),\left(\begin{array}{l}
a_{1} \\
a_{2} \\
a_{2}
\end{array}\right)\right\}\right) .
$$

Theorem 1 (Geometric Consistency) Let $\Gamma \subset F$ be a discrete graph surface. Then
(a) $\Gamma$ induces orientation preserving correspondences of triangles.
(b) $\Gamma$ is continuous in the following sense: for adjacent triangles $f_{1}, f_{2}$ sharing an edge $e$, the image patch $\Gamma(e)$ is a contractible path on the dual mesh of $Y$ which connects $\Gamma\left(f_{1}\right)$ and $\Gamma\left(f_{2}\right)$. This statement is visualized in Figure 2.
(c) Statement (b) is true with the roles of $X$ and $Y$ being interchanged. Thus, $\Gamma$ induces a bijective matching.

The proof of this theorem is elementary but somewhat technical. It can be found in Appendix A. The continuity statement in part (b) can be understood in the following sense: The triangle maps from $f_{i}$ to $\Gamma\left(f_{i}\right)$ can be "continuously" extended over an edge $e$ by thickening $e$ along the contractible path $\Gamma(e)$.
Note that the theorem does not say that $\Gamma$ induces a bijection between $\bar{F}_{X}$ and $\bar{F}_{Y}$. In fact, this is not even desirable, since degenerate triangles should only appear at places where stretchings occur. However, the theorem assures that by means of a discrete graph surface $\Gamma$, mesh $X$ induces a complete, geometrically consistent covering of mesh $Y$ and vice versa. Thereby, discrete graph surfaces are the correct search space in order to find a discretized representation of the optimal shape diffeomorphism, i.e., the optimal shape matching.

## 4. Evaluation of LP Solution Strategies

In this section we explain how to get approximate solutions to (13) using Linear Programming (LP) relaxation and we evaluate the performance of several LP algorithms on our problem.


Figure 3: Correspondence of a running horse with a standing horse. Correspondences are visualized by colored patches and by connecting lines.

### 4.1. LP relaxation

The optimization problem (13) is a binary linear program and as such an instance of an NP-hard problem. In order to get approxiamte solutions we first use LP relaxation. This means that we relax the binary constraints $\Gamma \in\{0,1\}^{|F|}$ to $\Gamma \in[0,1]^{[F]}$. This relaxed problem can be minimized globally in polynomial time. Unfortunately, the constraint matrix in (13) is not totally unimodular. Therefore, in general solutions to the relaxed problem take values in the interior of $[0,1]^{|F|}$.

In order to construct a binary solution out of a solution of the relaxed problem, we cannot apply a simple thresholding scheme since this would destroy the geometric consistency of the solution. Instead, we propose an iterative scheme: solve the relaxed version of (13), fix the variables with values above a threshold $>0.5$ to 1 and solve the relaxed version of (13) with these additional constraints. If there is no variable with value above the threshold fix only one variable with the highest value. In our experiments, this scheme typically converged to a binary solution after less than 10 iterations, in no experiment it took more than 20 iterations.

One of the benefits of LP relaxation is that the minimum of the relaxed problem is a lower bound on the integer problem. This allows to specify the worst case energetic distance between the approximate solution obtained by the iterative scheme outlined above and the actual optimum of the ILP. Experimentally we observed that this gap lies usually between 0 and 3 percent.

### 4.2. Evaluation of LP algorithms

We evaluated three different LP algorithms for solving the relaxed version of (13):

- the simplex algorithm in the state-of-the-art implementation provided by the CPLEX package,
- the interior point algorithm in the CPLEX implementation,
- the parallelizable primal-dual algorithm proposed by Eckstein and Bertsekas [EB90] in our own GPU-based implementation.

The simplex algorithm could only handle very small-sized toy problems of about 10 triangles per mesh. On problems of


Figure 4: Comparison of the runtimes (in seconds) for solving the relaxed $L P$ with the interior point method and with the algorithm of Eckstein-Bertsekas depending on the problem size (number of triangles per shape). Visibly, for larger problems the advantages of the GPU implementation of Eckstein-Bertsekas become important.
this size the other two solvers were faster by a factor of about 10. For bigger problems the solver crashed.

A comparison of the performance of the interior-point method and of the algorithm of Eckstein-Bertsekas is shown in Figure 4. Visibly, for larger problem size the algorithm of Eckstein-Bertsekas benefits from its parallel implementation and is much faster than the interior-point method.

Also we observed that for very large problems the interiorpoint method in the CPLEX implementation run out of memory. This is in contrast with the algorithm of EcksteinBertsekas which only needs to save the primal and the dual variables and therefore has linear memory consumption.

## 5. Multiresolution Framework

Because the number of product triangles grows quadratically with the number of triangles in both shapes the resulting Integer Linear Program (ILP) has a very high number of variables and constraints. Even the minimization of the relaxed Linear Program (LP) becomes impractical for state-of-theart LP solvers, if the shapes have more than 250 triangles. In this section we present a multiresolution approach that overcomes this limitation and allows to match shapes of more than 2000 triangles.
The basic idea of the multiresolution-resolution approach is to solve the problem at a very coarse scale with the methods described in Section 4 and to recursively use the found solution to narrow the search space at the next finer level. To reduce the size of the search space we impose that a possible solution at a finer level must lie "near" an already found solution at the coarser scale.
For the definition of "near" we use a hierarchy of triangles across the resolution levels. Suppose that we obtain a triangle mesh $X_{i}$ from a finer triangle mesh $X_{i+1}$ by repeatedly merging triangles. In practice we use the quadric


Figure 5: The matching between a stretching cat on the left and a standing cat on the right.
edge decimation algorithm [GH97] in its OpenMesh implementation [BSBK02]. Denote by $\chi_{i}: F\left(X_{i+1}\right) \rightarrow F\left(X_{i}\right)$ the child-parent relation, mapping each triangle in $F_{X_{i+1}}$ to the triangle it is merged to on the coarser mesh $X_{i}$. These maps are extended to maps between the extended sets of triangles $\chi_{i}: \bar{F}_{X_{i+i}} \rightarrow \bar{F}_{X_{i}}$ (see Section 2.2).

Let now $X$ and $Y$ be two high-resolution meshes and let $X=X_{n}, X_{n-1}, \ldots, X_{0}$ and $Y=Y_{n}, Y_{n-1}, \ldots, Y_{0}$ be successive coarsenings with corresponding child-parent relations $\left\{\chi_{i}\right\}_{0 \leq i \leq n-1}$ and $\left\{\psi_{i}\right\}_{0 \leq i \leq n-1}$. We proceed as follows:

1. We compute a discrete graph surface $\Gamma_{0}$ (cf. Definition 4) inducing a matching of the coarsest meshes $X_{0}$ and $Y_{0}$. We use the methods described in Section 4 for this task.
2. Assuming inductively that we have found a discrete graph surface $\Gamma_{i}$ which induces a matching of $X_{i}$ and $Y_{i}$, we search for a discrete graph surface $\Gamma_{i+1}$. This surface has to lie in a search space which is reduced using the input of the already computed surface $\Gamma_{i}$. Rather than allowing $\Gamma_{i+1}$ to be built of all product triangles $F_{i+1}$ between $X_{i+1}$ and $Y_{i+1}$, we only allow for product triangles whose parents or whose parents' neighbors are set in correspondence by $\Gamma_{i}$. Thus, $\Gamma_{i+1}$ is searched as a subset of the reduced set of product triangles

$$
F_{i+1}^{\mathrm{red}}=\left\{\begin{array}{l|l}
\left(f_{a}, f_{b}\right) \in F_{i+1} & \begin{array}{l}
\exists\left(f_{a}^{\prime}, f_{b}^{\prime}\right) \in \Gamma_{i} \subset F_{i} \text { s.t. } \\
\chi_{i}\left(f_{a}\right) \in \mathcal{N}\left(f_{a}^{\prime}\right) \text { and } \\
\psi_{i}\left(f_{a}\right) \in \mathcal{N}\left(f_{b}^{\prime}\right)
\end{array} \tag{17}
\end{array}\right\}
$$

Here, for a triangle $f$ on a triangle mesh we used the set of triangles in the one-ring or the two-ring of its vertices as neighborhood $\mathcal{N}(f)$.
Then we compute $\Gamma_{i+1}$ by solving problem (13) over the reduced search space, that is $\Gamma_{i+1} \in\{0,1\}^{\left|F_{i+1}^{\text {red }}\right|}$.
3. We repeat Step 2. until a discrete graph surface $\Gamma_{n}$ has been computed which induces a matching between $X$ and $Y$.

## 6. Experimental Results

To experimentally validate the proposed algorithm we did an extensive evaluation on shapes from several datasets. For the shown models we computed dense correspondences at a resolution of about 1000 vertices. Since dense high-resolution matchings do not allow a direct visualization we chose a sparse set of vertices on one shape by means of farthest point


Figure 6: The proposed method is robust to cases where several parts of a model are missing. As expected from the elasticity property of the energy function, the missing parts are shrinked correctly from the entire model to incomplete model.
sampling and we rendered its Voronoi cell and the Voronoi cell of its correspondence partner on the other mesh with the same color.

### 6.1. Partial Matching

The ability of the proposed method to model stretching and shrinking also allows to match shapes where large parts of the geometry are missing. The right image of Figure 6 demonstrates this ability experimentally. The proposed algorithm matches the remaining parts of a human body missing a hand, a leg and the head to its original shape.

### 6.2. Influence of Feature Descriptors

One of the benefits of the framework described in Section 2 is its flexibility regarding the diffeomorphism energy. Indeed, any first order energy with a data term of order zero and a first-order regularizer involving the diffeomorphism's Jacobian can be handled.

As an example we extended the thin-shell energy by a data term comparing the Wave Kernel Signatures (WKS) [ASC11] of matched vertices. This data term $E_{\mathrm{WKS}}$ was computed in the same way as the bending term in (12). The resulting matching energy of a discrete graph surface $\Gamma$ was then

$$
\begin{equation*}
E(\Gamma)=E_{\mathrm{mem}}(\Gamma)+\lambda E_{\mathrm{bend}}(\Gamma)+\mu E_{\mathrm{WKS}}(\Gamma) \tag{18}
\end{equation*}
$$

While the results of the matchings visually do not change a lot when setting $\mu$ to 1 (see Figure 7), interestingly the computation time decreases dramatically. The reason for the decreasing runtimes is that with the use of a feature descriptor the solution to the LP relaxation explained in Section 4.1 often happens to be binary. This was the case in $56 \%$ of our experiments with the signature term compared to $13 \%$ without the signature term. Overall the average number of fixing steps decreased from 8 to 2.3 by using the signature term.

with feature descriptor

without feature descriptor

Figure 7: Influence of a feature descriptor on the computed matching. On the left we visualize the matching computed with the energy extended by a feature descriptor. The correspondences on the right are obtained by minimizing only the thin-shell energy.

### 6.3. Quantitative Evaluation

For quantitatively evaluating the proposed method we used pairs of models from the dataset of Vlasic et al. [VBMP08]. Namely, we took 10 pairs of models from each of the sets "crane", "samba" and "bouncing" at a resolution of 500 vertices. We computed the matchings between each of the 30 pairs by using the proposed algorithm and by using the GMDS method by Bronstein et al. [BBK06]. One of the models used in the evaluation is shown in Figure 8.

Since the exact ground truth correspondences $\left(x_{i}, y_{i}\right)$ are available for these models $X, Y$, we measured the quality of a matching $\varphi: X \rightarrow Y$ by the mean geodesic error $\frac{1}{N} \sum_{i} d\left(\varphi\left(x_{i}\right), y_{i}\right)$ where $N$ is the number of vertices being matched and $d$ the normalized geodesic distance on the manifold of mesh $Y$.

Because GMDS cannot guarantee to deliver an orientation-preserving matching, out of the 30 pairs of models it produced 12 matchings that inverted the orientation as a whole. As there is no ground truth available for this case, we ignored these matchings in the evaluation. On the other hand, on 8 of the 30 models, the GMDS algorithm computed matchings with partially intertwined orientations. Figure 8 shows such an example where the left hand is matched to the left hand but right foot is matched to left foot. In contrast to this, our method preserved the orientations in all examples.

The mean geodesic error produced by GMDS (using their code) was 0.079 while the proposed method had a mean geodesic error of 0.03 .

## 7. Conclusion

We present a framework for efficiently computing highresolution orientation-preserving matchings among threedimensional shapes. Because surface patches rather than points are set into correspondence we were able to prove that registrations computed by this method are geometrically consistent in the sense that they are continuous and orientation-preserving. We derived an ILP formulation


Figure 8: Comparison of a matching computed with the proposed method (on the left) and with GMDS proposed by Bronstein et al. [BBK06] (on the right). The proposed matching method guarantees to preserve the orientation. In contrast, GMDS may preserve the orientation on the upper part of the body while it inverts the orientation of the legs - in our evaluation this happened 8 times out of 30. (Visulization with MATLAB code by Bronstein et al.)
whose relaxed version can be minimized globally in polynomial time. We discussed and quantitatively compared appropriate algorithms for efficiently solving this ILP. In particular, we introduced a multiresolution framework which allows to handle meshes of higher resolutions. Numerous experiments confirm that the proposed method computes reliable dense matchings of real-world three-dimensional shapes.
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## Appendix A: Proof of Theorem 1

The plan of this Appendix is as follows: First we analyze the map $\Gamma \rightarrow X$. In Proposition 1 we will prove that it is simply a sequence of edge contractions. This will be one of the key points in the proof of Theorem 1 which we will develop afterwards.

In order to formulate the result on the map $\Gamma \rightarrow X$ we need the notion of edge contractions in simplicial complexes. An abstract simplicial complex $\mathcal{K}$ consists of a set $K$ of subsets of a vertex set $V$ such that for each $a \in V$ the set $\{a\}$ is contained in $K$ and such that for all $\sigma \in K$ and for all subsets $\tau \subset \sigma$ we have $\tau \in K$. The sets in $K$ are called faces, the dimension of a face $\sigma$ is $\operatorname{card}(\sigma)-1$. Two-dimensional faces are called triangles, one-dimensional faces are edges and zero-dimensional faces are vertices. The dimension of a simplicial complex is the maximum of the dimensions of its faces.

A simplicial map between two simplicial complexes $\mathcal{K}=$ $(K, V)$ and $\mathcal{K}^{\prime}=\left(K^{\prime}, V^{\prime}\right)$ is a map $p: V \rightarrow V^{\prime}$ which satisfies $p(\sigma) \in K^{\prime}$ for all $\sigma \in K$. A simplicial map is surjective if so is $p$ and it is an isomorphism if $p$ is bijective. By definition, a simplicial map induces a map on the set of faces which is again denoted by $p: K \rightarrow K^{\prime}$. Explicitely, this map is defined by $p\left(\left\{v_{1}, \ldots, v_{n}\right\}\right)=\left\{p\left(v_{1}\right), \ldots, p\left(v_{n}\right)\right\}$.
Let now $e=\binom{a_{1}}{a_{2}} \in K$ be an edge of $\mathcal{K}$. The contraction of $\mathcal{K}$ along $e$ is a simplicial complex $\mathcal{K}^{\prime}$ together with a surjective simplicial map $p$ between $\mathcal{K}$ and $\mathcal{K}^{\prime}$ which we now define. The vertex set $V^{\prime}$ of $\mathcal{K}^{\prime}$ is defined by replacing $a_{1}$ and
$a_{2}$ in $V$ by a new vertex $c$, i.e. $V^{\prime}=\left(V \backslash\left\{a_{1}, a_{2}\right\}\right) \cup\{c\}$. We introduce the map

$$
p: V \rightarrow V^{\prime}, \quad a \mapsto \begin{cases}a & \text { if } a \in V \backslash\left\{a_{1}, a_{2}\right\}  \tag{19}\\ c & \text { else }\end{cases}
$$

Then the set of faces of $\mathcal{K}^{\prime}$ is defined as $K^{\prime}=\{p(\sigma) \mid \sigma \in K\}$. Note that during this operation faces can be deleted because $K^{\prime}$ is a set and therefore each face appears only once. For example, when contracting an edge on a triangle mesh, typically one deletes two faces, three edges and one vertex.

In our context, $X$ naturally carries the structure of a simplicial complex.

The discrete product surface $\Gamma \subset X \times Y$ induces a simplicial complex $\mathcal{K}_{\Gamma}=\left(K_{\Gamma}, V_{\Gamma}\right)$ in the following way: the set of vertices $V_{\Gamma}$ of $\mathcal{K}_{\Gamma}$ consists of all product vertices in $V_{X} \times V_{Y}$ which are adjacent to a product triangle in $\Gamma$. The set of faces $K_{\Gamma}$ is defined as the set containing all subsets of sets of the form $\left\{\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right),\left(a_{3}, b_{3}\right)\right\}$ where $\left(\begin{array}{cc}a_{1} & b_{1} \\ a_{2} & b_{2} \\ a_{3} & b_{3}\end{array}\right) \in \Gamma$.
Proposition 1 The natural projection $V_{X} \times V_{Y} \supset V_{\Gamma} \rightarrow$ $V_{X},\left(a_{1}, b_{1}\right) \mapsto a_{1}$ induces a simplicial map $p_{X}^{\text {simp }}$ between $\mathcal{K}_{\Gamma}$ and $X$ which is a sequence of edge contractions followed by a simplicial isomorphism.

Idea of Proof (Proposition). Starting with the simplicial surjection $\mathcal{K}_{\Gamma} \rightarrow X$ we construct a series of simplicial surjections $\mathcal{K}_{\Gamma_{i}} \rightarrow X$ by iteratively contracting all edges of $\mathcal{K}_{\Gamma_{i}}$ whose projections on $X$ are single vertices until we reach a simplicial isomorphism $\mathcal{K}_{\Gamma_{n}} \rightarrow X$.

Before proving the theorem we will formulate a technical lemma which will be used in the proof of the theorem.

Lemma 1 Let $e=\binom{a_{1}}{a_{2}}$ be an edge incident to two oriented triangles $f_{1}=\left(\begin{array}{l}a_{1} \\ a_{2} \\ a_{3}\end{array}\right), f_{2}=\left(\begin{array}{l}a_{2} \\ a_{1} \\ a_{4}\end{array}\right) \in F_{X}$ on $X$.
(i) Define $p_{X}^{-1}(e):=p_{X}^{-1}\left(\left\{\left(\begin{array}{l}a_{1} \\ a_{1} \\ a_{2}\end{array}\right),\left(\begin{array}{l}a_{1} \\ a_{2} \\ a_{2}\end{array}\right)\right\}\right)$ where $p_{X}$ was introduced in (14). Then any two triangles in $p_{X}^{-1}(e) \cap$ $\Gamma$ may be connected by a path of product triangles $g_{1}, \ldots, g_{n}$ with $g_{i} \in p_{X}^{-1}(e) \cap \Gamma$ such that for each $i$ the triangles $g_{i}$ and $g_{i+1}$ share a product edge which lies over $e$.
(ii) The set of all triangles in $\left(p_{X}^{-1}\left(\left\{f_{1}, f_{2}\right\}\right) \cup p_{X}^{-1}(e)\right) \cap \Gamma$ is connected.

The proof of the lemma is elementary but tedious. It relies on studying the preimages of edges and faces under edge contractions in simplicial complexes and on inductive application of Proposition 1.

Proof of Theorem 1. The orientation preservation property (a) is immediate since by construction $F$ only contains orientation preserving triangle correspondences.

To prove (b), let $f_{1}=\left(\begin{array}{l}a_{1} \\ a_{2} \\ a_{3}\end{array}\right)$ and $f_{2}=\left(\begin{array}{l}a_{2} \\ a_{1} \\ a_{4}\end{array}\right)$ be two trian-
gles on $X$ which share the edge $e=\binom{a_{1}}{a_{2}}$. Let $\bar{f}_{1}=\left(\begin{array}{ll}a_{1} & b_{1} \\ a_{2} & b_{2} \\ a_{3} & b_{3}\end{array}\right)$ and $\bar{f}_{2}=\left(\begin{array}{ll}a_{2} & b_{4} \\ a_{1} & b_{5} \\ a_{4} & b_{6}\end{array}\right)$ be the uniquely defined product triangles in $\Gamma$ lying over $f_{1}$ and $f_{2}$.

If $b_{1}=b_{2}$, corresponding to the case that the edge $e$ is contracted by $\Gamma$, then the neighbor of $\bar{f}_{1}$ over the edge $\left(\begin{array}{ll}a_{1} & b_{1} \\ a_{2} & b_{1}\end{array}\right)$ is necessarily $\bar{f}_{2}$ because this neighbor projects to a non-degenerate triangle on $X$ which has the edge $\binom{a_{2}}{a_{1}}$. On the other hand, no triangle in $p_{X}^{-1}(e) \cap \Gamma=$ $p_{X}^{-1}\left(\left\{\left(\begin{array}{l}a_{1} \\ a_{1} \\ a_{2}\end{array}\right),\left(\begin{array}{l}a_{1} \\ a_{2} \\ a_{2}\end{array}\right)\right\}\right) \cap \Gamma$ has an edge in common with $\bar{f}_{1}$ or with $\bar{f}_{2}$ because such a triangle would be degenerate in both projections. Using Lemma 1 (ii), this implies that $\Gamma(e)$ is empty and that $\Gamma\left(f_{1}\right)$ and $\Gamma\left(f_{2}\right)$ are adjacent on $Y$.

If on the other hand $b_{1} \neq b_{2}$, then $b_{4} \neq b_{5}$. If a product triangle in $p_{X}^{-1}(e) \cap \Gamma$ is adjacent to $\bar{f}_{1}$, it is necessarily of the form $\left(\begin{array}{ll}a_{2} & b_{2} \\ a_{1} & b_{1} \\ a_{1} & b_{7}\end{array}\right)$ or $\left(\begin{array}{ll}a_{2} & b_{2} \\ a_{1} & b_{1} \\ a_{2} & b_{7}\end{array}\right)$ where $b_{7}$ is the uniquely defined third vertex of the triangle $\left(\begin{array}{l}b_{2} \\ b_{1} \\ b_{7}\end{array}\right)$ on $Y$. Similarly, if a product triangle in $p_{X}^{-1}(e) \cap \Gamma$ is adjacent to $\bar{f}_{2}$, it is necessarily of the form $\left(\begin{array}{ll}a_{1} & b_{5} \\ a_{2} & b_{4} \\ a_{1} & b_{8}\end{array}\right)$ or $\left(\begin{array}{lll}a_{1} & b_{5} \\ a_{2} & b_{4} \\ a_{2} & b_{8}\end{array}\right)$ for some $b_{8}$. Thus, if $\Gamma(e)$ is non-empty, using Lemma 1 (ii), one of these four product triangles has to be activated. Since there is nothing to prove for $\Gamma(e)$ empty, we assume w.l.o.g. that $g_{1}=\left(\begin{array}{ll}a_{2} & b_{2} \\ a_{1} & b_{1} \\ a_{1} & b_{7}\end{array}\right)$ is contained in $\Gamma$. Using that $\Gamma$ is closed, there exists a product triangle $g_{2}=\left(\begin{array}{ll}a_{2} & b_{2} \\ a_{1} & b_{7} \\ a_{5} & b_{9}\end{array}\right) \in \Gamma$. If $a_{5}=a_{4}$, by the projection constraint we have $g_{2}=\bar{f}_{2}$. Otherwise we have $a_{5}=a_{1}$ or $a_{5}=a_{2}$ and $g_{2} \in p_{X}^{-1}(e) \cap \Gamma$. In this case $g_{2}$ has a product edge which lies above $\binom{a_{1}}{a_{2}}$ and with the same argument we find a product triangle $g_{3}$. Continuing this process inductively we obtain a triangle path $g_{0}=\bar{f}_{1}, g_{1}, g_{2}, \ldots$ with $g_{i} \in p_{X}^{-1}(e) \cap \Gamma$ for $i>0$. This path cannot have loops because the remaining third edge of each of the $g_{i}$ is contracted to $a_{1}$ or to $a_{2}$. Since there are only finitely many product triangles, the path stops after say $n$ steps with $g_{n+1}=\bar{f}_{2}$.

Finally, no triangle other than $g_{1}, \ldots, g_{n}$ in $p_{X}^{-1}(e) \cap$ $\Gamma$ may be connected to the $g_{i}$ over an edge which lies above $e$. Therefore, using Lemma 1 (i), we get $p_{X}^{-1}(e)=$ $\left\{g_{1}, \ldots, g_{n}\right\}$.

The proof of statement (c) is analogous.

