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Abstract. We propose a direct (feature-less) monocular SLAM algo-
rithm which, in contrast to current state-of-the-art regarding direct meth-
ods, allows to build large-scale, consistent maps of the environment.
Along with highly accurate pose estimation based on direct image align-
ment, the 3D environment is reconstructed in real-time as pose-graph of
keyframes with associated semi-dense depth maps. These are obtained by
filtering over a large number of pixelwise small-baseline stereo compar-
isons. The explicitly scale-drift aware formulation allows the approach to
operate on challenging sequences including large variations in scene scale.
Major enablers are two key novelties: (1) a novel direct tracking method
which operates on sim(3), thereby explicitly detecting scale-drift, and
(2) an elegant probabilistic solution to include the effect of noisy depth
values into tracking. The resulting direct monocular SLAM system runs
in real-time on a CPU.

1 Introduction

Real-time monocular Simultaneous Localization and Mapping (SLAM) and 3D
reconstruction have become increasingly popular research topics. Two major
reasons are (1) their use in robotics, in particular to navigate unmanned aerial
vehicles (UAVs) [10,8,1], and (2) augmented and virtual reality applications
slowly making their way into the mass-market.

One of the major benefits of monocular SLAM — and simultaneously one of
the biggest challenges — comes with the inherent scale-ambiguity: The scale of
the world cannot be observed and drifts over time, being one of the major error
sources. The advantage is that this allows to seamlessly switch between differ-
ently scaled environments, such as a desk environment indoors and large-scale
outdoor environments. Scaled sensors on the other hand, such as depth or stereo
cameras, have a limited range at which they can provide reliable measurements
and hence do not provide this flexibility.

1.1 Related Work

Feature-Based Methods. The fundamental idea behind feature-based ap-
proaches (both filtering-based [15,19] and keyframe-based [15]) is to split the
overall problem — estimating geometric information from images — into two se-
quential steps: First, a set of feature observations is extracted from the image.
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Fig. 1: Large-Scale Direct Monocular SLAM: LSD-SLAM generates a consistent
global map, using direct image alignment and probabilistic, semi-dense depth
maps instead of keypoints. Top: Accumulated pointclouds of all keyframes of
a medium-sized trajectory (from a hand-held monocular camera), generated in
real-time. Bottom: A selection of keyframes with color-coded semi-dense inverse
depth map. See also the supplementary video.

Second, the camera position and scene geometry is computed as a function of
these feature observations only.

While this decoupling simplifies the overall problem, it comes with an impor-
tant limitation: Only information that conforms to the feature type can be used.
In particular, when using keypoints, information contained in straight or curved
edges — which especially in man-made environments make up a large part of the
image — is discarded. Several approaches have been made in the past to remedy
this by including edge-based [16, 6] or even region-based [5] features. Yet, since
the estimation of the high-dimensional feature space is tedious, they are rarely
used in practice. To obtain dense reconstructions, the estimated camera poses
can be used to subsequently reconstruct dense maps, using multiview stereo [2].

Direct Methods. Direct visual odometry (VO) methods circumvent this lim-
itation by optimizing the geometry directly on the image intensities, which en-
ables using all information in the image. In addition to higher accuracy and
robustness in particular in environments with little keypoints, this provides sub-
stantially more information about the geometry of the environment, which can
be very valuable for robotics or augmented reality applications.

While direct image alignment is well-established for RGB-D or stereo sen-
sors [14, 4], only recently monocular direct VO algorithms have been proposed:
In [24, 20, 21], accurate and fully dense depth maps are computed using a vari-
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Fig. 2: In addition to accurate, semi-dense 3D reconstructions, LSD-SLAM also
estimates the associated uncertainty. From left to right: Accumulated pointcloud
thesholded with different maximum variance. Note how the reconstruction be-
comes significantly more dense, but at the same time includes more noise.

i

ational formulation, which however is computationally demanding and requires
a state-of-the-art GPU to run in real-time. In [9], a semi-dense depth filtering
formulation was proposed which significantly reduces computational complex-
ity, allowing real-time operation on a CPU and even on a modern smartphone
[22]. By combining direct tracking with keypoints, [10] achieves high frame-
rates even on embedded platforms. All these approaches however are pure visual
odometries, they only locally track the motion of the camera and do not build
a consistent, global map of the environment including loop-closures.

Pose Graph Optimization. This is a well-known SLAM technique to build
a consistent, global map: The world is represented as a number of keyframes
connected by pose-pose constraints, which can be optimized using a generic
graph optimization framework like g2o0 [18].

In [14], a pose graph based RGB-D SLAM method is proposed, which also
incorporates geometric error to allow tracking through scenes with little texture.
To account for scale-drift arising in monocular SLAM, [23] proposed a keypoint-
based monocular SLAM system which represents camera poses as 3D similarity
transforms instead of rigid body movements.

1.2 Contributions and Outline

We propose a Large-Scale Direct monocular SLAM (LSD-SLAM) method,
which not only locally tracks the motion of the camera, but allows to build
consistent, large-scale maps of the environment (see Fig. 1 and 2). The method
uses direct image alignment coupled with filtering-based estimation of semi-dense
depth maps as originally proposed in [9]. The global map is represented as a pose
graph consisting of keyframes as vertices with 3D similarity transforms as edges,
elegantly incorporating changing scale of the environment and allowing to detect
and correct accumulated drift. The method runs in real-time on a CPU, and as
odometry even on a modern smartphone [22]. The main contributions of this
paper are (1) a framework for large-scale, direct monocular SLAM, in particular
a novel scale-aware image alignment algorithm to directly estimate the similarity
transform £ € sim(3) between two keyframes, and (2) probabilistically consistent
incorporation of uncertainty of the estimated depth into tracking.
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2 Preliminaries

In this chapter we give a condensed summary of the relevant mathematical
concepts and notation. In particular, we summarize the representation of 3D
poses as elements of Lie-Algebras (Sec. 2.1), derive direct image alignment as
weighted least-squares minimization on Lie-manifolds (Sec. 2.2), and briefly in-
troduce propagation of uncertainty (Sec. 2.3).

Notation. We denote matrices by bold, capital letters (R) and vectors as bold,
lower case letters (€). The n’th row of a matrix is denoted by [-],,. Images I': 2 —
R, the per-pixel inverse depth map D: {2 —+ R and the inverse depth variance
map V: £2 — RT are written as functions, where 2 C R? is the set of normalized
pixel coordinates, i.e., they include the intrinsic camera calibration. Throughout
the paper we use d to denote the inverse of the depth z of a point, i.e., d = z7 L.

2.1 3D Rigid Body and Similarity Transformations

3D Rigid Body Transformations. A 3D rigid body transform G € SE(3)
denotes rotation and translation in 3D, i.e. is defined by

G= G} ;) with R € SO(3) and t € R. (1)

During optimization, a minimal representation for the camera pose is re-
quired, which is given by the corresponding element & € se(3) of the asso-
ciated Lie-algebra. Elements are mapped to SE(3) by the exponential map
G = expg(3)(£), its inverse being denoted by & = logggs)(G). With a slight
abuse of notation, we consistently use elements of se¢(3) to represent poses, which
we directly write as vector & € RS. The transformation moving a point from
frame i to frame j is written as §;;. For convenience, we define the pose concate-
nation operator o: se(3) x se(3) — se(3) as

Epi = E&pj 08 = 1OgSE(3) (enge(3)(€kj) " €XPge(3) (£ji)) . (2)

Further, we define the 3D projective warp function w, which projects an
image point p and its inverse depth d into a by £ transformed camera frame

" ' Pz/d
x//z . y/ py/d
w(p,d, §) = y//z/ with | = eXPye(3) (€) Va | (3)
1/,
1 1

3D Similarity Transformations. A 3D similarity transform S € Sim(3) de-
notes rotation, scaling and translation, i.e. is defined by

S = <S(1;{ J;) with R € SO(3), t ¢ R® and s € RT. (4)
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As for rigid body transformations, a minimal representation is given by elements
of the associated Lie-algebra & € sim(3), which now have an additional degree of
freedom, that is & € R”. The exponential and logarithmic map, pose concatena-
tion and a projective warp function ws can be defined analogously to the se(3)
case, for further details see [23].

2.2 Weighted Gauss-Newton Optimization on Lie-Manifolds
Two images are aligned by Gauss-Newton minimization of the photometric error

E(E) = Z (Iref(pi) - I(w(p’m Dref(pi)aé)))zv (5)
i =r2(¢)

which gives the maximum-likelihood estimator for £ assuming i.i.d. Gaussian
residuals. We use a left-compositional formulation: Starting with an initial es-
timate E(O), in each iteration a left-multiplied increment 55(”) is computed by
solving for the minimum of a Gauss-Newton second-order approximation of E:

9 (n)
50 = _(ITT) 13 Te(e™) with J = €€ (6)
e e=0
where J is the derivative of the stacked residual vector r = (rq,...,7,)T with

respect to a left-multiplied increment, and J7J the Gauss-Newton approximation
of the Hessian of E. The new estimate is then obtained by multiplication with
the computed update

£(n+1) — §£(n) ° g(n). (7)

In order to be robust to outliers arising e.g. from occlusions or reflections, dif-
ferent weighting-schemes [14] have been proposed, resulting in an iteratively re-
weighted least-squares problem: In each iteration, a weight matrix W = W (& ("))
is computed which down-weights large residuals. The iteratively solved error
function then becomes

E(€) = Zwi(é)rf(ﬁ), (8)

and the update is computed as
5™ = —(ITWI) L ITWr (™). (9)

Assuming the residuals to be independent, the inverse of the Hessian from the
last iteration (JTWJ)~! is an estimate for the covariance X¢ of a left-multiplied
error onto the final result, that is

5(") =€0&, 4 With €~ N(0,X¢). (10)
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In practice, the residuals are highly correlated, such that X¢ is only a lower
bound - yet it contains valuable information about the correlation between noise
on the different degrees of freedom. Note that we follow a left-multiplication
convention, equivalent results can be obtained using a right-multiplication con-
vention. However, the estimated covariance ¥¢ depends on the multiplication
order — when used in a pose graph optimization framework, this has to be
taken into account. The left-multiplication convention used here is consistent
with [23], while e.g. the default type-implementation in g2o [18] assumes right-
multiplication.

2.3 Propagation of Uncertainty

Propagation of uncertainty is a statistical tool to derive the uncertainty of the
output of a function f(X), caused by uncertainty on its input X. Assuming X
to be Gaussian distributed with covariance X'x, the covariance of f(X) can be
approximated (using the Jacobian J; of f) by

Xy~ I ExI7. (11)

3 Large-Scale Direct Monocular SLAM

We start by giving an overview of the complete algorithm in Sec. 3.1, and briefly
introduce the representation for the global map in Sec. 3.2. The three main com-
ponents of the algorithm are then described in Sec. 3.3 (tracking of new frames),
Sec. 3.4 (depth map estimation), Sec. 3.5 (keyframe-to-keyframe tracking) and
finally Sec. 3.6 (map optimization).

3.1 The Complete Method

The algorithm consists of three major components: tracking, depth map es-
timation and map optimization as visualized in Fig. 3:
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— The tracking component continuously tracks new camera images. That is,
it estimates their rigid body pose &€ € se(3) with respect to the current
keyframe, using the pose of the previous frame as initialization.

— The depth map estimation component uses tracked frames to either refine
or replace the current keyframe. Depth is refined by filtering over many
per-pixel, small-baseline stereo comparisons coupled with interleaved spatial
regularization as originally proposed in [9]. If the camera has moved too far,
a new keyframe is initialized by projecting points from existing, close-by
keyframes into it.

— Once a keyframe is replaced as tracking reference — and hence its depth map
will not be refined further — it is incorporated into the global map by the
map optimization component. To detect loop closures and scale-drift, a
similarity transform € € sim(3) to close-by existing keyframes (including
its direct predecessor) is estimated using scale-aware, direct sim(3)-image
alignment.

Initialization. To bootstrap the LSD-SLAM system, it is sufficient to initialize
a first keyframe with a random depth map and large variance. Given sufficient
translational camera movement in the first seconds, the algorithm “locks” to a
certain configuration, and after a couple of keyframe propagations converges to
a correct depth configuration. Some examples are shown in the attached video.
A more thorough evaluation of this ability to converge without dedicated initial
bootstrapping is outside the scope of this paper, and remains for future work.

3.2 Map Representation

The map is represented as a pose graph of keyframes: Each keyframe IC; consists
of a camera image I;: £2;, — R, an inverse depth map D;: 2p; — R, and the
variance of the inverse depth V;: £2p; — R™. Note that the depth map and vari-
ance are only defined for a subset of pixels {2p; C §2;, containing all image regions
in the vicinity of sufficiently large intensity gradient, hence semi-dense. Edges
&;i between keyframes contain their relative alignment as similarity transform
€;; € sim(3), as well as the corresponding covariance matrix X;;.

3.3 Tracking new Frames: Direct se¢(3) Image Alignment

Starting from an existing keyframe KC; = (I;, D;, V;), the relative 3D pose &;; €
se(3) of a new image I; is computed by minimizing the variance-normalized
photometric error

2 .
)= Y | Rt (12)
PEQD, rp(P:€;:) |l s
with rp(p7£ji) = I;(p) — Ij(w(paDi(p)7£ji)) (13)

Ory(p,€;0)
2 . 2 P 71 -
O—TI)(pvgji) T 20[ + < aDZ(p) > ‘/Z(p) (14)
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‘ (a) reference image (b) rotation (c) z trans. (d) z trans.
Fig.4: Statistic normalization: (a) reference image. (b-d): tracked images and
inverse variance o, 2 of the residual. For pure rotation, depth noise has no effect
on the residual noise and hence all normalization factors are the same. For z
translation depth noise has no effect for pixels in the center of the image, while
for  translation it only affects residuals with intensity-gradient in x direction.

where || - ||s is the Huber norm

2
r if 7] <6
2]l = {2‘5 , i< (15)

|r| —§ otherwise.

applied to the normalized residual. The residual’s variance afp(n ) is computed
using covariance propagation as described in Sec. 2.3, and utilizing the inverse
depth variance V;. Further, we assume Gaussian image intensity noise . Mini-
mization is performed using iteratively re-weighted Gauss-Newton optimization
as described in Sec. 2.2.

In contrast to previous direct methods, the proposed formulation explicitly
takes into account varying noise on the depth estimates: This is of particular
relevance as for direct, monocular SLAM, this noise differs significantly for dif-
ferent pixels, depending on how long they were visible — which is in contrast to
approaches working on RGB-D data, for which the uncertainty on the inverse
depth is approximately constant. Figure 4 shows how this weighting behaves for
different types of motion. Note that no depth information for the new camera
image is available — therefore, the scale of the new image is not defined, and the
minimization is performed on se(3).

3.4 Depth Map Estimation

Keyframe Selection. If the camera moves too far away from the existing map,
a new keyframe is created from the most recent tracked image. We threshold a
weighted combination of relative distance and angle to the current keyframe:

diSt(Eji) = €£W€ﬂ (16)
where W is a diagonal matrix containing the weights. Note that, as described in
the following section, each keyframe is scaled such that its mean inverse depth

is one. This threshold is therefore relative to the current scale of the scene, and
ensures sufficient possibilities for small-baseline stereo comparisons.
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(a) camera images I

(b) estimated inverse depth maps D

) inverse depth variance V/ (f) robust Huber weights

Fig. 5: Direct keyframe alignment on sim(3): (a)-(c): two keyframes with asso-
ciated depth and depth variance. (d)-(f): photometric residual, depth residual
and Huber weights, before minimization (left), and after minimization (right).

Depth Map Creation. Once a new frame is chosen to become a keyframe, its
depth map is initialized by projecting points from the previous keyframe into it,
followed by one iteration of spatial regularization and outlier removal as proposed
in [9]. Afterwards, the depth map is scaled to have a mean inverse depth of one -
this scaling factor is directly incorporated into the sim(3) camera pose. Finally, it
replaces the previous keyframe and is used for tracking subsequent new frames.

Depth Map Refinement. Tracked frames that do not become a keyframe
are used to refine the current keyframe: A high number of very efficient small-
baseline stereo comparisons is performed for image regions where the expected
stereo accuracy is sufficiently large, as described in [9]. The result is incorporated
into the existing depth map, thereby refining it and potentially adding new pixels
— this is done using the filtering approach proposed in [9].

3.5 Constraint Acquisition: Direct sim(3) Image Alignment

Direct Image Alignment on sim(3). Monocular SLAM is — in contrast to
RGB-D or Stereo-SLAM - inherently scale-ambivalent, i.e., the absolute scale of
the world is not observable. Over long trajectories this leads to scale-drift, which
is one of the major sources of error [23]. Further, all distances are only defined
up to scale, which causes threshold-based outlier rejection or parametrized ro-
bust kernels (e.g. Huber) to be ill-defined. We solve this by using the inherent
correlation between scene depth and tracking accuracy: The depth map of each
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Fig. 6: Two scenes with high scale variation. Camera frustums are displayed for
each keyframe with their size corresponding to the keyframe’s scale.

created keyframe is scaled such that the mean inverse depth is one. In return,
edges between keyframes are estimated as elements of sim(3), elegantly incor-
porating the scaling difference between keyframes, and, in particular for large
loop-closures, allowing an explicit detection of accumulated scale-drift.

For this, we propose a novel method to perform direct, scale-drift aware image
alignment on sim(3), which is used to align two differently scaled keyframes. In
addition to the photometric residual r,,, we incorporate a depth residual r4 which
penalizes deviations in inverse depth between keyframes, allowing to directly
estimate the scaled transformation between them. The total error function that
is minimized becomes

E(éji) = Z

PEND,

7";27(1975]'0 i T?l(Pfji)
o2 o2
rp(pvgji) rd(pvgji)

; (17)
é

where the photometric residual 2 and Ufp is defined as in (13) - (14). The depth
residual and its variance is computed as

ra(p,€;;) = [P'ls — Dj([p']1,2) (18)
2 / Ira( 7£jz') ? ora( 7£ji) 2
e =) (o) vie) (o) L)

where p’ := ws(p, Di(p),§;;) denotes the transformed point. Note that the Hu-
ber norm is applied to the sum of the normalized photometric and depth residual
— which accounts for the fact that if one is an outlier, the other typically is as well.
Note that for tracking on sim(3), the inclusion of the depth error is required
as the photometric error alone does not constrain the scale. Minimization is
performed analogously to direct image alignment on se(3) using the iteratively
re-weighted Gauss-Newton algorithm (Sec. 2.2). In practice, sim(3) tracking is
computationally only marginally more expensive than tracking on se(3), as only
little additional computations are needed!.

Constraint Search. After a new keyframe K; is added to the map, a number
of possible loop closure keyframes KCj, , ..., KC;, is collected: We use the closest

1 We approximate the gradient of the depth map to be zero, which significantly speeds
up the computation
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ten keyframes, as well as a suitable candidate proposed by an appearance-based
mapping algorithm [11] to detect large-scale loop closures. To avoid insertion of
false or falsely tracked loop closures, we then perform a reciprocal tracking
check: For each candidate K;, we independently track &, ; and &, . Only if the
two estimates are statistically similar, i.e., if

Jki ik

-1
e(ﬁjkia Eijk) = (fjki ° sijk)T (Ejki + AdjjkizijkAdjz;i) (£jki © Sijk) (20)

is sufficiently small, they are added to the global map. For this, the adjoint
Adj;, ; is used to transform X;;, into the correct tangent space.

Convergence Radius for sim(3) Tracking. An important limitation of di-
rect image alignment lies in the inherent non-convexity of the problem, and hence
the need for a sufficiently accurate initialization. While for the tracking of new
camera frames a sufficiently good initialization is available (given by the pose of
the previous frame), this is not the case when finding loop closure constraints,
in particular for large loop closures.

One solution for this consists in using a very small number of keypoints
to compute a better initialization: Using the depth values from the existing
inverse depth maps, this requires aligning two sets of 3D points with known
correspondences, which can be done efficiently in closed form using e.g. the
method of Horn [13]. Still, we found that in practice the convergence radius is
sufficiently large even for large-scale loop closures - in particular we found that
the convergence radius can be substantially increased by the following measures:

— Efficient Second Order Minimization (ESM) [3]: While our results
confirm previous work [17] in that ESM does not significantly increase the
precision of dense image alignment, we observed that it does slightly increase
the convergence radius.

— Coarse-to-Fine Approach: While a pyramid approach is commonly used
for direct image alignment, we found that starting at a very low resolution
of only 20 x 15 pixels — much smaller than usually done — already helps to
increase the convergence radius.

An evaluation of the effect of these measures is given in Sec. 4.3.

3.6 Map optimization

The map, consisting of a set of keyframes and tracked sim(3)-constraints, is con-
tinuously optimized in the background using pose graph optimization [18]. The
error function that is minimized is — in accordance with the left-multiplication
convention from Sec. 2.2 — defined by (W defining the world frame)

E@€w:--&wn) = Y. (€i0&wobw;) 51 (&0 w0 bwy)-  (21)

(&;:,25:1)€E
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Fig. 7: Loop closure for a long and challenging outdoor trajectory (after the loop
closure on the left, before on the right). Also shown are three selected close-ups
of the generated pointcloud, and semi-dense depth maps for selected keyframes.

4 Results

We evaluate LSD-SLAM both quantitatively on publicly available datasets [25,
12] as well as on challenging outdoor trajectories, recorded with a hand-held
monocular camera. Some of the evaluated trajectories are shown in full in the
supplementary video.

4.1 Qualitative Results on Large Trajectories

We tested the algorithm on several long and challenging trajectories, which in-
clude many camera rotations, large scale changes and major loop closures. Figure
7 shows a roughly 500 m long trajectory which takes 6 minutes just before and
after the large loop closure is found. Figure 8 shows a challenging trajectory with
large variations in scene depth, which also includes a loop closure.

4.2 Quantitative Evaluation

We evaluate LSD-SLAM on the publicly available RGB-D dataset [25]. Note
that for monocular SLAM this is a very challenging benchmark, as it contains
fast rotational movement, strong motion blur and rolling shutter artifacts. We
use the very first depth map to bootstrap the system and get the correct initial
scale. Table 9 shows the resulting absolute trajectory error, and compares it to
other approaches.
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Fig. 8: Accumulated pointcloud of a trajectory with large scale variation, includ-
ing views with an average inverse depth of less than 20 cm to more than 10 m.
After the loop closure (top-right), the geometry is consistently aligned, while
before (top-left) parts of the scene existed twice, at different scales. The bottom
row shows different close-ups of the scene. The proposed scale-aware formulation
allows to accurately estimate both fine details and large-scale geometry — this
flexibility is one of the major benefits of a monocular approach.

LSD-SLAM (#KF)  [9] [15] [14] [7]

g fr2/desk 452 (116) 1350  x 177 9.5
fr2/xyz 1.47 (38)  3.79 2428 1.18 2.6
sim/desk 0.04 (39) 1.53 - 027 -
sim /slowmo 0.35 (12) 2.21 - 013 -

Fig. 9: Results on the TUM RGB-D benchmark [25], and two simulated sequences
from [12], measured as absolute trajectory RMSE (cm). For LSD-SLAM, we also
show the number of keyframes created. 'x’ denotes tracking failure, -’ no avail-
able data. For comparison we show respective results from semi-dense mono-VO
[9], keypoint-based mono-SLAM [15], direct RGB-D SLAM [14] and keypoint-
based RGB-D SLAM [7]. Note that [14] and [7] use depth information from the
sensor, while the others do not.
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Fig. 10: Convergence radius and accuracy of sim(3) direct image alignment with
and without ESM minimization (indicated by light / dark) for a different num-
ber of pyramid levels (color). All frames of the respective sequence are tracked
on frame 300 (left) and frame 500 (right), using the identity as initialization.
The bottom plots show for which frames tracking succeeds; the top plots show
the final translational error. ESM and more pyramid levels clearly increase the
convergence radius, however these measures have no notable effect on tracking
precision: if tracking converges, it almost always converges to the same minimum.

4.3 Convergence Radius for sim(3) Tracking

We evaluate the convergence radius on two exemplary sequences, the result is
shown in Fig. 10. Even though direct image alignment is non-convex, we found
that with the steps proposed in Sec. 3.5, surprisingly large camera movements
can be tracked. It can also be observed that these measures only increase the
convergence radius, and have no notable effect on tracking precision.

5 Conclusion

We have presented a novel direct (feature-less) monocular SLAM algorithm
which we call LSD-SLAM, which runs in real-time on a CPU. In contrast to
existing direct approaches — which are all pure odometries — it maintains and
tracks on a global map of the environment, which contains a pose-graph of
keyframes with associated probabilistic semi-dense depth maps. Major compo-
nents of the proposed method are two key novelties: (1) a direct method to align
two keyframes on sim(3), explicitly incorporating and detecting scale-drift and
(2) a novel, probabilistic approach to incorporate noise on the estimated depth
maps into tracking. Represented as point clouds, the map gives a semi-dense
and highly accurate 3D reconstruction of the environment. We experimentally
showed that the approach reliably tracks and maps even challenging hand-held
trajectories with a length of over 500 m, in particular including large variations
in scale within the same sequence (average inverse depth of less than 20 cm to
more than 10m) and large rotations — demonstrating its versatility, robustness
and flexibility.
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